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Abstract

In central receiver systems the task of designirsgitable heliostat field layout is crucial to tbptimal
performance of the plant. A number of different huets for heliostat field layout optimization exesach
offering their own set of advantages and disadge®aThis makes the task of determining the optimal
heliostat field layout for a given site very curmdmmne. Following a simple procedure for decidingaon
method to use can greatly aid in optimizing for fipecific needs of a plant. The current researekss&o
establish such a method. This will allow the taEkediostat placements in central receiver systetnet done
easily and efficiently.
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1. Introduction

Heliostat field optimization can be done in at tethsee different ways: the field growth methodk thattern
method and the free variable method. A fourth me:tlnoolves a hybridization of any two of these nueth.

In this paper each of these methods will be explhicomparatively highlighting the advantages and
disadvantages of each. Thereafter, a proposed guoedor deciding on which method to use for a gjgec
set of plant requirements and design resourcedwifiresented.

2. Optimization Methods

2.1. The field growth method

The field growth method of heliostat field optimiizen starts with an empty field. Every point in theld is
evaluated to find the best position for one hetibsh be placed. A heliostat is assigned to th& pesition.
Then, every point in the field is once again eviddato find the best position for a second heliogigbe
placed. A second heliostat is placed in this besitipn. This process is repeated for heliostatsethfour
and so on until the field is able to meet the systequirements. The procedure is illustrated irufedL.
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Fig. 1. Field growth method procedure

For the initial evaluation, blocking and shading aot considered since there are no other hel®osiahe
field. Only once the first heliostat has been ptheee the field points evaluated with blocking ahéding
considerations. The number of points in the fidldttare evaluated can be varied to improve or dsere



accuracy and, consequently, computational time.

A simple search algorithm can be used in the optition and discontinuities—such as streams, hales o
restricted areas where heliostats cannot be placad-easily be incorporated for evaluation. Howesewce
each heliostat is to be evaluated at all possddations, the time to determine the location ohesauccessive
heliostat rises exponentially. This is becausehwetich added heliostat, another blocking and sbadin
calculation is added to the search and these dpesatire the most time-consuming of all the field
evaluations. The search time drops again oncedbsifle locations have diminished sufficiently.

In addition, each heliostat allocation is dependamithe preceding allocation. This leaves littlecsp for
parallelization of the optimization; it is not pdsde to place heliostats simultaneously. Parakgion can be
employed during the search phase though, thatiig &ingle heliostat placement, each possibleitmtaan
be evaluated simultaneously through parallelization

With the growth method, a feasible field can onéydbtained once the optimization has completeds Ehi
unlike the methods that follow which can be halggdany time yet still deliver a feasible field. Finis
reason, the method is not suitable for large fielden adequate computing power is not available. An
example of the growth method follows.

2.1.1. Yearly Normalized Energy Surfaces (YNES)

Sanchez and Romero [1] employ the field growth moétim heliostat field layout optimization. Each iiin

the field is evaluated to determine how much eneggybe collected from that point over a yearliefostat
were to be placed there. The authors call this“ylearly normalized energy surface”. Then a helibsta
placed at the best location. The yearly normalizeergy surface is determined again, this time hiénfirst

heliostat placed taken into consideration. The sedoeliostat is placed at this point. This procedisg
repeated until the heliostat field meets the regpower output.

2.2. The pattern method

Heliostats in a field can also be arranged in eleg@ometric patterns. Examples of these pattesinsbe

seen in Figure 2. The patterns have certain pamm#tat define them. The radial stagger pattenm f&tine

and Geyer [2], for example, shown in Figure 3aaBned by the two parametefsandR which characterize
the spacing between the heliostats. To optimizateem, the only variables that need to be optithee the
defining parameters.
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Fig. 2. Pattern layouts[3]

In the case of the stagger pattern, there aretardyvariables that need to be optimized. Sinceithi very
small optimization computationally, it is simple @add a few more variables that may assist in fildign.
These could include (amongst other parametersjotier height, heliostat size and perhaps the posii
the first row of heliostats relative to the tower.

For the pattern method, several patterns are dlaildhese include rows, radially staggered, spirahd the
biomimetic patterns. Biomimetic patterns are pagethat mimic naturally occurring patterns, suchthes



phyllotaxis disc pattern employed by Noagteal. [3]. This pattern is shown in Figure 3b.

A drawback of the pattern method is that an optmipattern does not necessarily result in an opfieid.
Buck [4] has shown that improvements are posslhléhe pattern method, it is not tRey co-ordinates that
are being optimized for; it is the pattern parametdhex-y co-ordinates are dependent on the pattern
parameters. The pattern method essentially detesritre best adaptation of the pattern for the protdnd
not necessarily the besty co-ordinates for optimal plant performance.

In addition the pattern method is not able to hareficiently elevation variations and discontimest within
the site. To use a field optimized by the patteethud to its full potential, the site needs to éeelled and
continuous.
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Fig. 3. Pattern layouts: (a) radial stagger pattern [2]; (b) biomimetic pattern [3]

2.3. The free variable method

The free variable method is a method of helios&d foptimization that follows a more classical eggeh to
optimization. This involves iterative evaluation thfe some function, determining of the gradientghef
function with respect to each variable and themstijg each variable to follow the gradient at atiral
step length in the direction of a better functiaiue until a certain objective is achieved. Thesotiye may
be the maximization or minimization of the functiealue.

In the case of heliostat field optimization, thedtion may be any of the available field analysistimods
such as ray tracing or approximation methods. Thieative may be to determine the maximum of the
function. As an example, the function may be adaton of the optical efficiency of the field arde
objective may be a maximization of this functiomeToptimization will keep altering the locationstbe
heliostats until it can no longer improve the ogtiefficiency.

To determine the gradient of the function with extpto each variable, a differentiated functiomeiguired.
If a differentiated function is not available, theadients may be obtained by finite difference wialitons.
If, for example, a ray tracer is used as the fumtthe gradients may be obtained either by findiregpartial
derivatives of the ray tracer function with respeceach variable or by finite difference calcuwdas where
the objective function is evaluated by small pdradions of each variable which, in this case, Ehesandy

co-ordinate of every heliostat.

At the start of the optimization, the variables neach be assigned a sensible or random value. &igur
shows an example of an implementation of this netAte initial field was the random field indicated
Figure 4a. An approximation tool was used as tmetfan. The tool calculates the total energy tteat be
collected by the field over 12 days of a year (dag per month) with the heliostat co-ordinates rgsii



variables. The objective of the optimization wasrtaximise this value. The result was the field Gatied in
Figure 4b. Close inspection of the optimized fieitl reveal that the optimization produced a pattsimilar
to the arrangement of sunflower petals.

Any number of equality or inequality constraintsidge implemented into the optimization. In helivdiald
optimization this could include site boundary liatibns, distances of heliostats to the tower asthdces of
heliostats from each other. Furthermore, sinceohtlis are not limited to a pattern, their motimotgh the
field during optimization is free which allows fbighly effective consideration of elevation varisis within
the site as well as discontinuities.
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Fig. 4. Freevariable method: (a) random field; (b) optimized field

The main drawback of the free variable method & d¢bntext of heliostat field layout optimizationtre
complexity of the optimization algorithm needed aad a result, the computational expense. Lutchehan
al. [5] have shown that the free variable method meguihe number of optimization variables to becast
double the number of heliostats. The authors alsawsthat the number constraints far outnumber the
variables. To effectively perform this optimizati@peration, the authors have shown that a constlain
gradient-based optimization algorithm can be uddds optimization algorithm is far more sophistedt
and thus computationally expensive, than the daigms that may be used for the pattern and the growt
methods.

The free variable method is best performed on h peyformance computer. The scope for parallebnais
vast—obtaining gradient information, analysing seafe heliostats, blocking and shading calculatiots—
name just a few. The free variable method performeda high performance computer with extensive
parallelization is capable of yielding highly dedite results.

2.4. Hybrid methods

Hybrid methods are methods which utilize two or enof the aforementioned methods for the same pmoble
Two examples of these follow.

2.4.1. Non-restrictive optimization

Buck [4] applies a pattern method along with anpgal#on of the free variable method called “nontiietve
optimization”. A field that has been optimized bpattern method is further improved by localizeddjent-
based optimization. This is done by perturbing dzalfostat position within a small area aroundhbéostat
to find a better function value. If a heliostat fpebation does produce a better function value e
location is kept. Buck achieved a 0.7% improveneminnual intercepted energy on the PS10 field.

2.4.2. DELSOL

DELSOL [6] is an example of a hybrid method becatsenploys both a field growth method and a patter
method for heliostat field layout design. Initiallindividual heliostats are not taken into accourte



heliostat area surrounding the tower is divided amthumber of zones and the average field perfocean
each zone is calculated. The zoning is shown inrgi%. Once the best zones are selected, DELS@egla
and optimizes a radial stagger pattern heliostadfimld inside each zone.

So, the field growth method is used to determinatwones within the site to use and the patterroaeis
used to determine where individual heliostats shd placed inside the chosen zones. The zoneastak
by a performance/cost ratio. Then, starting withearpty field, zone by zone is added to the heltd#td

giving zones with better performance/cost ratidgnence until the total power output required ecteed.

Fig. 5. Zoning in DEL SOL [6]

With DELSOL, the optimization variables include rastly the pattern parameters but also the towegttei
and receiver size. The main inputs for the design(#) receiver type (2) a range of possible rezesizes
(3) a range of tower heights (4) a range of poweels and (5) flux and land constraints. Using éhieputs
the code generates the optimal radial stagger faldut, that is, the radial stagger layout thategithe
lowest energy cost. This is done over the rangeacéiver sizes and tower heights. The result isgtimal
radial stagger field layout with corresponding ol tower height and receiver size on a performaose
basis. Further optional optimization may be donedrying the heliostat density within each zone.

Table 1 provides a summary of the advantages aadldantages of each of the optimization methods.

Method Advantages Disadvantages
Field growth Wholly optimal fields Computationalpensive for large
fields
Pattern Computationally reasonable Poor discorttirhdndling
Free variable Wholly optimal fields Requires a defibated
optimization algorithm

Table 1. Advantages and disadvantages of optimization methods

3. Method selection

3.1. Key questions

Based on the above advantages and disadvantagectofof the optimization methods, it is benefit@l
have a certain procedure for determining which metio employ. There are only three essential questio
be considered when deciding on an optimization odeth



1. Is a high performance computer available?
2. Is a sophisticated optimization algorithm avail&ble
3. Are there significant discontinuities in the site?

A sophisticated algorithm is an algorithm capalievery large scale optimization where there arargd
number of variables and constraints. A high perfotoe computer is a computer that performs sigmifiga
better than the average desktop computer andeéstalsiatisfactorily handle the optimization algumit

The above questions highlight the differences betwthe optimization methods. The objective function
topology and plant requirements do not need todosidered here since they only affect the techmicadel
of the plant. Any technical model can be used imlgimation with any of the optimization methods.

3.1. Decision flowchart

Figure 6 diagrams these questions into a flow diagthat can be used in the decision making procass
deciding which of the methods to use. For a whopyimal field, the free variable method is the noetfof
choice since it is best at discontinuity consideret and can be halted at any convenient time. Kewyeét is
necessary to have a sophisticated optimizatiorrighgo due to the large number of variables and tairgs.

A pattern method can be used on average desktoputens. However, with a large discontinuity couant,
pattern method would not be suitable and thus trewth method or the free variable method is
recommended albeit on a slower machine. The mdintpthat the flow diagram seeks to achieve is that
free variable method should not be done with achakjorithm and the pattern method should not tesl us
when significant discontinuities in the site aregant.
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Fig. 6. Decision flowchart

The time to obtain a satisfactory solution is defgs1 on the computing power available. The pattesthod
can deliver an elegant and reasonable solutionrigladively short period of time with an averageitep
computer. The growth method will require more tinteit will deliver better results, especially when
discontinuities are present, with the same comjmutak power.

For the pattern method, a number of patterns eXisé choice of a pattern is left to the designéte S
limitations can be considered here; the designer chaose an elongated pattern instead of a moeadpr
out pattern based on the site boundaries. Localress can also be considered; the designer may tais
locate the tower close to some local resource, ssch water source, and thus decide on a one-8aldd

pattern verses a surrounding field pattern.



Conclusion

Each of the three basic methods for heliostat fi@lut optimization has their unique set advardaged
disadvantages. The procedure proposed in this gapeleciding on which optimization method to usec
aid the heliostat field layout designer in choosilgich method to use based on plant requiremerds an
available design resources.
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